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Abstract: Ever since the worldwide spread of the corona virus there has been a lot of issues regarding the non-availability of 

clinical resources such as health care workers, equipment and medicines. The entire population of medical professionals are in a 

predicament as to identifying the solution for the ongoing raging crisis. Due to these unfortunate circumstances, individuals resolved 

to take their own medication without proper knowledge and consultation which has made health conditions even worse and 

inevitably lead to the death of many people. Presently and in the future most of the applications assess Machine Learning, and there 

is an increase in innovative work for automation. This paper mainly confers a Medicine Suggestion system that can drastically 

reduce specialists’ heap. In this paper a medicine recommendation system has been built, which takes the patient reviews for 

sentiment prediction using some vectorization process like Bow, TF-IDF, Word2Vec and Manual Feature Analysis which will help 

the patients to classify and suggest the top medicine by using different classification algorithm for a particular or a given disease. 

Precision, recall, flscore, accuracy and AVC Score are used to evaluate the predicted sentiments. The result analysis shows that 

Classifier Linear SVC using TF-IDF Vectorization is the best among all the other models with 93% accuracy. 

 

Index Terms: Medicine, Suggestion System, Machine Learning, Bow, TF-IDF, Word2Vec, Sentiment analysis. 

I. INTRODUCTION 

 

The entire world is dealing with a shortage of medical professionals or doctors with the increase in corona virus cases especially in 

rural areas compared to urban areas. Nowadays, clinical disasters are very common. Due to mistakes in the prescription, over 200 

thousand in china and 100 thousand people in USA are affected every year. Patients need to choose a top-level medication which 

is suitable for them to use, which is suggested by a specialist who has knowledge about microscopic organisms and antibacterial 

medication. New study accompanying drugs which can be accessed by the clinical staffs every day. On the other hand, it has become 

more complicated and challenging for the doctors to prescribe medications for their patients depending on their symptoms and 

previous health records. 

The population in general buy items depending on their reviews online. Most of the individuals are very much worried about their 

health and are trying to self-diagnose depending on the information on the internet. According to Pew American Research, almost 

60% of the grown-up individuals searched for health-related problems and around 35% of them searched for its diagnosis online. 

The goal of medication recommender framework is that it can assist specialists and help patients to gain knowledge of specific 

medicines for particular health conditions. Depending upon the necessity, the recommender framework provides an item to the user. 

These frameworks do the survey based on sentiments and recommend a solution for their need. 

In this medicine suggestion system medicines are provided based on certain conditions, considering patient reviews using sentiment 

analysis and feature engineering. Sentiment analysis are the strategies, methods and tools that are used to differentiate and extract 

emotional data like, opinion and attitudes. Feature engineering is used to improve the performance of existing models. 

 

II.  RELATED WORKS: 

Recommendation system principles are predicted since the mid-1990s, and various other frameworks were created in-order to build 

large applications. Some of the recommender system unit comprises of e-government area, e-business area, e-commerce/e-shopping 

area, e-learning area etc. Through online social networking, communication is highly improved, and completely unique information 

is showcased on the internet at the open pace. Different information must be shared in order to highlight records of potential edges 

and the availability of utilities bits of knowledge, people practices and items, and so on. The health-related content shared through 

online feedbacks or surveys contains some assumption designs that emerge from completely different sources in the medical world 

and provide benefits to the medical industry. 

Among this, the online system has become extremely popular for various types of transactions like shopping or different social 

activities through various websites, and on-line purchasing of medicines. 

http://www.jetir.org/


© 2021 JETIR October 2021, Volume 8, Issue 10                                                      www.jetir.org (ISSN-2349-5162) 

JETIR2110329 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org d258 
 

There are multiple websites that asks clients or users to provide feedback based on their experience in the form of reviews and 

ratings. These reviews or ratings help websites to improve and helps other clients to choose a particular item. 

 

III. METHODOLOGY: 

The dataset used in this research is Medicine Review Dataset (Drugs.com) taken from the UCI ML repository. This dataset 

contains six attributes, name of drug used (text), review (text) of a patient, condition (text) of a patient, useful count (numerical) 

which suggest the number of individuals who found the review helpful, date (date) of review entry, and a 10-star patient rating 

(numerical) determining overall patient contentment. It contains a total of 215063 instances. Fig. 1 shows the proposed model used 

to build a medicine recommender system. It contains four stages, specifically, Data preparation, classification, evaluation, and 

Recommendation. 

 

 

 
Fig 1 Flowchart of the proposed model 

 

DATA CLEANING AND VISUALIZATION: 

 

The graph (Fig 2) below represents a graphical view of the number of medicines present for a given condition. The total count 

ranges from approximately a maximum of 200 medicines for pain and a minimum of 35 for obesity. From the given bar graph, it is 

evident that there are 38 conditions present in the dataset used with a wide variety of medicines for every condition.  

 

Fig 2 shows the top 40 conditions that have a maximum number of medicines available.  
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The graph (Fig 3) below represents the total number of ratings for every range (1-10). From the visualization it can be witnessed 

that majority of the ratings are on the positive side in comparison to the negative end. From this, it can be inferred that the reviews 

in the dataset are predominantly positive. 

 

 

 

Fig 3 shows the number of patients who gave reviews on medicines. 

 

 

 

 

 

This graph (Fig 4) depicts the sentiment analysis of the reviewers over the years. From the graph we can notice that, there is a 

growing trend of negative reviews over the years, with the year 2017 having the maximum number of negative reviews while 

2008 has the minimum number.   

 

 

 

   Fig 4 shows year wise reviews on medicines. 
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IV. PROPOSED METHOD 

 

1) Machine Learning 

Machine Learning is a self-learning algorithm which improves rapidly with the help of experience and data. It is considered to be a 

part of Artificial Intelligence. Machine learning algorithms make predictions based on a “training data” which is built by the model 

using sample data. Machine Learning algorithms finds its application in a vast range like, email filtering, speech recognition, 

and computer vision, where it is impossible or complicated to develop usual algorithms to perform various tasks. Computational 

statistics is a closely related subset of machine learning which mainly focuses on making predictions using computers, but not all 

machine learning is statistical learning. Mathematical optimization plays a huge role in the field of machine learning by providing 

methods, theory and application domains. Data mining is a related field of study, focusing on exploratory data 

analysis through unsupervised learning. Working of a biological brain can be mimicked through implementations of machine 

learning data and neural networks. In the application of machine learning to business problems, it is known as predictive analysis. 

 
Train Test Split:  

Four different datasets were created using Bow, TF-ID, Word2Vec and manual features. These four datasets were split in a 

ratio of 3:1 of training and testing data respectively. An equal random state was set to make sure that  all four generated datasets 

have the same set of random numbers generated for train test split.  

 

2)Neural Networks 

Computing systems that are inspired by the biological neural networks that constitute the brain are called Artificial Neural Networks 

(ANNs) or simply Neural Networks (NN). An ANN is based on a collection of connected units or nodes called artificial neurons, 

which loosely model the neurons in a biological brain. A signal to the other neurons can be transmitted by a signal like the synapses 

in a biological brain.  An artificial neuron receives a signal after which it processes it and further transmits it to signal neurons that 

are connected to it. The "signal" at a connection is a real number, and the output of each neuron is computed by some non-linear 

function of the sum of its inputs. The connections are called edges. As the learning proceeds edges and neurons that adjusts as the 

learning continues. The weight of a signal determines the strength of the connection. A threshold might be associated with a neuron 

such that a signal is sent only if the aggregate signal crosses that threshold. In general, neurons are aggregated into layers in which 

different layers may perform different transformations on their inputs. Signals travel from the first layer (the input layer), to the last 

layer (the output layer), possibly after traversing the layers multiple times. 

 

2) Natural Language Processing 

Natural Language Processing (NLP) is typically used to process and analyze huge amounts of natural data as it is mainly 

concerned with the interactions between computers and human language. NLP is considered to be a subset of computer science, 

linguistics and artificial intelligence. The main aim of using NLP is to produce a program which is capable of comprehending the 

contents of the documents, including the textual nuances of the languages within them. By using this program the technology will 

be able to accurately extract information and insights present in the documents as well as organize and categorize the documents 

automatically. 

 

TF-IDF 

 

A weighing strategy in which words are offered weight and not count is TF-IDF. The goal is to use TF-IDF to estimate relevance, 

not accuracy by giving low importance to the terms that frequently occur on the dataset. The likelihood of locating a word in 

the document is called Team Frequency (TF). 

t f  (t,d) = log(1 +freq(t, d)) 

Inverse document frequency (IDF) is the opposite of the number of times a specific term showed up in the whole corpus. It 

catches how a specific term is document specific. 

 
TF-IDF is the multiplication of TF with IDF, suggesting how vital and relevant a word is in the document. 

tfidf(t,d,D) = tf ( t ,  d).idf(t,D) 

 

Word2Vec 

Semantic and syntactic likeliness between words are disregarded by TF and TF-IDF despite them being the most popular methods 

used in different natural language preparing tasks.  To exemplify, both lovely and delightful are called two unique words in both TF 

and TF-IDF vectorization techniques even though they are almost synonyms. Word2Vec is a model used to produce word embedding. 

Gargantuan corpora using multiple deep learning models reproduce word embeddings. Word2Vec takes an enormous corpus of text 

as an input and outputs a vector space, generally composed of hundred dimensions. The basic ideology was to take the semantic 

meaning of the words and arrange vectors of words in vector space such that the words that are similar in meaning are found close to 

one another in vector space. 
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V.  Result analysis: 

Given below is the format of the dataset which is being used for the analysis. The dataset of 2 million records have been obtained 

from online. Based on the data set, NLP algorithms and Artificial Neural Network (ANN) algorithms have been implemented to 

obtain the desired result.  

 

The given below figure shows the accuracy obtained after fitting the model. We have considered a total of 5 epochs, it can be 

visibly noticed that for every epoch the train loss keeps reducing while the accuracy increases. A maximum of 82.26% accuracy 

has been obtained from the model. 

 

 

 

The below figure depicts the result obtained from the model for a given condition. The condition which is input for this result is 

“depression”, for which the top 10 drugs are recommended by the system.   

 

 

 

VI. CONCLUSION 

 

The system suggests medicine for a particular medical condition based on the user’s input. The system deploys Natural language 

Processing (NLP) and Artificial Neural Network(ANN) methodologies to fit and train the model based on the review ratings, review 

sentiment and the useful count. This system can be used majorly by people in need of a medicine for a particular condition 

immediately. The system ensures safe and reliable reviews from a huge range of dataset. This will prove to be beneficial during the 

times of emergency and shortage of trained medical practitioners. Since the system recommends multiple drugs based on rating, it 

will the users can also use this to look up for the next best medicine for the condition in case of shortage of vaccines and medicines. 
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